Performance of prior event rate ratio adjustment method in pharmacoepidemiology: a simulation study†
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ABSTRACT

Purpose Prior event rate ratio (PERR) adjustment method has been proposed to control for unmeasured confounding. We aimed to assess the performance of the PERR method in realistic pharmacoepidemiological settings.

Methods Simulation studies were performed with varying effects of prior events on the probability of subsequent exposure and post-events, incidence rates, effects of confounders, and rate of mortality/dropout. Exposure effects were estimated using conventional rate ratio (RR) and PERR adjustment method (i.e. ratio of RR post-exposure initiation and RR prior to initiation of exposure).

Results In the presence of unmeasured confounding, both conventional and the PERR method may yield biased estimates, but PERR estimates appear generally less biased estimates than the conventional method. However, when prior events strongly influence the probability of subsequent exposure, the exposure effect from the PERR method was more biased than the conventional method. For instance, when the effect of prior events on the exposure was RR = 1.60, the effect estimate from the PERR method was RR = 1.13 and from the conventional method was RR = 2.48 (true exposure effect, RR = 2). In all settings, the variation of the estimates was larger for the PERR method than for the conventional method.

Conclusion The PERR adjustment method can be applied to reduce bias as a result of unmeasured confounding. However, only in particular situations, it can completely remove the bias as a result of unmeasured confounding. When applying this method, theoretical justification using available clinical knowledge for assumptions of the PERR method should be provided. Copyright © 2014 John Wiley & Sons, Ltd.
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INTRODUCTION

Unmeasured confounding may impair the validity of observational (pharmaco)epidemiological studies. A recently proposed method, the prior event rate ratio (PERR) adjustment method, may reduce bias as a result of unmeasured confounding.1–5 PERR adjustment is a type of self-controlled design in which the exposure effect is estimated by the ratio of two rate ratios (RRs): RR after initiation of exposure (RR_post) and the RR prior to initiation of exposure (RR_prior).2,6

A previous simulation study by Yu et al.1 evaluated and addressed some critical methodological issues of the PERR method. Yu et al. mainly focused on different degrees of association between the confounders and the exposure and different effects of the confounders on the outcome in the prior periods and post-periods. They showed that the PERR method can reduce bias as a result of unmeasured confounding when the effect of exposure on the outcome is relatively large in comparison with the interaction effects of exposure and confounders on the outcome or when the time interval effect is rather modest. In addition,
this method can reduce bias when unmeasured confounder effects do not vary temporally.\textsuperscript{1,2,5}

However, apart from the previously stated situations, the PERR method has not been studied extensively, and the performance of the PERR adjustment method is unclear in several situations, including situations in which there is an influence of prior events on the probability of subsequent exposure and post-events; different incidences of the outcome; different effects of unmeasured confounders, prior events, and exposure on the mortality/dropout in the post-period; and different rates of mortality/dropout. Therefore, further methodological investigations into the PERR adjustment method are required to clarify constraints and understand its proper applicability. Our objective was to assess the performance of the PERR method using simulations under various scenarios and to provide guidelines for application of the method.

METHODS

We used Monte Carlo simulations to assess the performance of the PERR adjustment method. First, we briefly describe the PERR adjustment method. Second, the simulation set-up, data simulation, and data analysis are described.

**PERR adjustment method**

The PERR adjustment method can be used in a setting where neither the exposed nor unexposed patients are treated with the study drugs before the start of the follow-up (Figure 1).\textsuperscript{2} In this setting, the RR observed in the prior period, before initiation of the exposure, is because of differences in patient characteristics between the two study groups. The RR in the post-period, after initiation of the exposure, is because of those differences in patient characteristics and exposure. This method requires assumptions about constant temporal effects, that is, confounding effects are constant across prior exposure and post-exposure initiation periods, there is no confounder-by-treatment interaction, and outcomes are non-terminal events.\textsuperscript{2,5,7} The exposure effects from the PERR adjustment method is defined as follows:

\[
PERR = \frac{\text{Rate ratio during post period}}{\text{Rate ratio during prior period}} = \frac{RR_{\text{post}}}{RR_{\text{prior}}} \tag{1}
\]

Throughout the manuscript, we will use the abbreviation ‘PERR’ to indicate the exposure effect from the PERR adjustment method.

The prior event rate ratio can be estimated either on incidence RRs or hazard ratios.\textsuperscript{3} Here, the PERR was estimated using incidence RRs. Confidence intervals can be obtained by bootstrapping as it is difficult to estimate the covariance between the RRs of the prior periods and post-periods.\textsuperscript{1,2,4}

![Figure 1](image_url)
**Simulation set-up**

The following notation is used: \( X \) denotes the binary exposure/treatment, subscript numbers 1 and 2 indicate prior periods and post-periods, respectively, \( Y_1 \) and \( Y_2 \) denote the outcomes for prior periods and post-periods, \( C_{11} \) and \( C_{12} \) denote one binary confounder of a subject in prior periods and post-periods respectively (for example, \( C_{11} \) and \( C_{12} \) are a measurement of blood pressure of a patient in the prior periods and post-periods respectively), and \( M_2 \) denotes the mortality/dropout in the post-period. Although we considered binary confounders, the performance of PERR is expected to be similar in the case of continuous confounders.1

We considered several scenarios for the simulation study, which are graphically depicted in causal diagrams. The following scenarios can be identified.

Scenario 1: There is confounding in both periods and confounders (\( C_{11} \) and \( C_{12} \)) are mutually associated as they are from the same patient in the prior periods and post-periods. We assessed the PERR when the confounder effects are constant across both periods. We also evaluated robustness of the method to violation of the assumption of constant effects of confounders in both periods. In that case, the confounder effects are varied between prior periods and post-periods, for example, no differences (effects of \( C_{11} \) and \( C_{12} \) are constant), small-to-moderate differences (e.g. the effect of \( C_{11} \) on \( X \) and \( Y_1 \) is RR 1.5, and the effect of \( C_{12} \) on \( X \) and \( Y_2 \) is RR 2.0), and profound differences (e.g. the effect of \( C_{11} \) on \( X \) and \( Y_1 \) is RR 2.0, and the effect of \( C_{12} \) on \( X \) and \( Y_2 \) is RR 3.5). In this setting, the prior events do not influence the exposure and post-events (Figure 2a).

In all other scenarios (i.e. scenarios 2–4), the confounders are associated and effects of confounders are constant across the periods. Scenario 2: Prior events directly influence the post-events but do not influence the exposure (Figure 3a). Scenario 3: Prior events influence the probability of subsequent exposure in the absence and presence of confounders (Figures 4a and 4c respectively). Furthermore, the prior events do not directly influence the post-events. Scenario 4: There is mortality/dropout in the post-period that is influenced by the confounder (\( C_{12} \)), exposure (\( X \)), and the prior event (\( Y_1 \)). In addition, the prior events do not influence the exposure and the post-events (Figure 5a).

We also examined the impact of different incidences of the outcomes on the PERR and interaction effects of exposure and confounders (\( C_{12} \)) on the outcomes.

In each simulation, the sample size was 100000 and each scenario was replicated for 10000 times. The incidence rate of the outcome was varied between 1 and 10% in the prior period and 1 and 20% in the post-period. The prevalence of exposure was varied between 20 and 25%, and the mortality/dropout rate was varied between 1 and 20%.

**Data simulation**

Data were simulated as follows. The prior period confounder (\( C_{11} \)) follows a binomial distribution with mean probability between 0.20 and 0.30. As the PERR
Figure 3. Estimate adjusted by prior event rate ratio when prior events ($Y_1$) directly influence the post-events ($Y_2$). (a) Directed acyclic graph that illustrates that there are confounders in both periods and confounders are associated and prior events directly influence the post-events. However, prior event did not influence the exposure. $X$ represents the exposure, $Y_1$ and $Y_2$ represent the events in the prior periods and post-periods respectively; $C_{11}$ and $C_{12}$ represent a confounder in the prior periods and post-periods respectively. (b) Effects of prior events ($Y_1$) on the post-events ($Y_2$). RR—rate ratio and PERR—prior event rate ratio. The dotted horizontal straight line represents the true exposure effect (RR = 2.00, log(2) = 0.6931). Vertical bars indicate the range for 95% of the estimates and are based on the 2.5 and 97.5 percentiles of the distribution of the estimates. Results are based on simulations with sample size of 100,000, and each scenario was simulated for 10,000 times.

Figure 4. Estimate adjusted by prior event rate ratio when prior events ($Y_1$) influence the probability of subsequent exposure ($X$). (a) Directed acyclic graph (DAG) that illustrates that there is no confounding variable in both periods, and the ‘prior’ events influence the probability of subsequent exposure ($X$). (b) Effects of ‘prior’ events on the probability of subsequent exposure in the absence of confounders. (c) DAG that illustrates that there are confounders in both periods, confounders are associated, and the ‘prior’ events influence the probability of subsequent exposure. (d) Effects of ‘prior’ events on the probability of subsequent exposure in the presence of confounders. $X$ represents the exposure, $Y_1$ and $Y_2$ represent the events in the prior periods and post-periods respectively, and $C_{11}$ and $C_{12}$ represent a confounder in the prior periods and post-periods respectively. RR—rate ratio and PERR—prior event rate ratio. The dotted horizontal straight line (b and d) represents the true exposure effect (RR = 2.00, log(2) = 0.6931). Vertical bars indicate the range for 95% of the estimates and are based on the 2.5 and 97.5 percentiles of the distribution of the estimates. Results are based on simulations with sample size of 100,000, and each scenario was simulated for 10,000 times.
method estimates the ‘marginal’ effect of exposure on the outcome, we used log-linear models in order to generate our data, to prevent issues of non-collapsibility, because the log-linear model is collapsible.\(^8,9\) In addition, we assumed that the time period is fixed and incidence rates are constant across periods, and hence, the estimated RR is equivalent to the risk ratio, which is also collapsible.\(^10,11\)

The log-linear models were used for generating prior events (Equation 2), confounder (\(C_{12}\)) in the post-period (Equation 3), exposure (Equation 4), post-events (Equation 5), and mortality or dropout (Equation 6). The models are described in the succeeding text:

\[
P_{y_1} = \exp(a_{y_1} + \beta_{c_1,y_1}C_{11}) \text{ and } Y_1 \sim \text{Bernoulli } (P_{y_1})
\]

\[
P_{e_{12}} = \exp(a_{c_{12}} + \beta_{c_{11},e_{12}}C_{11} + \beta_{y_{1},e_{12}}Y_1)
\text{ and } C_{12} \sim \text{Bernoulli } (P_{e_{12}})
\]

\[
P_x = \exp(a_x + \beta_{c_{11},x}C_{11} + \beta_{c_{12},x}C_{12} + \beta_{y_{1},x}Y_1)
\text{ and } X \sim \text{Bernoulli } (P_x)
\]

\[
P_{y_2} = \exp(a_{y_2} + \beta_{c_{12},y_2}C_{12} + \beta_{x,y_2}X + \beta_{y_{1},y_2}Y_1)
\text{ and } Y_2 \sim \text{Bernoulli } (P_{y_2})
\]

\[
P_m = \exp(a_{m_2} + \beta_{c_{12},m_2}C_{12} + \beta_{x,m_2}X + \beta_{y_{1},m_2}Y_1)
\text{ and } M_2 \sim \text{Bernoulli } (P_m)
\]

where \(P_{y_1}\) and \(P_{y_2}\) are the probability of the outcome in the prior periods and post-periods respectively, \(P_x\), and \(P_{e_{12}}\) are the probability of the exposure, mortality, and confounders (\(C_{12}\)) respectively. \(\beta_{c_{11},x}\), \(\beta_{c_{11},y_1}\) and \(\beta_{c_{12},c_{12}}\) are the effects of prior period confounders (\(\hat{C}_{11}\)) on the exposure, prior events, and the post-period confounders respectively, and values of these parameters were varied between \(\log(1)\) and \(\log(10)\). \(\beta_{y_{1},c_{12}}\), \(\beta_{y_{1},x}\), and \(\beta_{y_{1},m_2}\) are the effects of prior events on the post-period confounders (\(C_{12}\)), exposure, post-events, and mortality/dropout respectively, and values of these parameters were varied between \(\log(1)\) and \(\log(5)\). \(\beta_{c_{12},x}\), \(\beta_{c_{12},y_2}\), and \(\beta_{c_{12},m_2}\) are the effects of post-period confounders (\(C_{12}\)) on the exposure, post-events, mortality/dropout respectively, and values of these parameters were varied between \(\log(1)\) and \(\log(5)\). \(\beta_{c_{12},y_2}\) and \(\beta_{c_{12},m_2}\) are the effects of exposure on the post-events and mortality/dropout respectively, and the values of these parameters were varied between \(\log(20)\)% and \(\log(2)\). \(\alpha_x\) and \(\alpha_{y_1}\) denote the intercepts of the prior and post-outcome models respectively, which indicate baseline incidence rates. \(\alpha_x\) denotes the probability (20%) of the exposure among those without prior events and confounder values of zero. \(\alpha_{c_{12}}\) and \(\alpha_{y_2}\) are the intercepts for the \(P_{e_{12}}\) and \(P_m\). To ensure that the probabilities of \(P_{c_{12}}\) and \(P_{m_2}\) were between 0 and 1, the values of the parameters \(\alpha_{c_{12}}\) and \(\alpha_{m_2}\) were varied between \(-5\) and 0.

**Data analysis**

The PERR adjustment method aims to control for unmeasured confounding. Therefore, in all analyses, the
confounders \((C_{11} \text{ and } C_{12})\) were considered unmeasured. The PERR adjustment exposure effect was estimated using Equation 7a, in the case of mortality/dropout, and Equation 7b, without mortality/dropout below. The conventional RR was estimated using the data from the post-period only, again omitting the (unmeasured) confounder \(C_{12}\) from the model. We also analysed data using the log-linear model.

The estimation formula of the PERR is as follows:

\[
PERR = \frac{\text{Rate ratio during post period}}{\text{Rate ratio during prior period}} = \frac{E(Y_2|X=1 & M_2=0)/E(Y_2|X=0 & M_2=0)}{E(Y_1|X=1)/E(Y_1|X=0)}
\]  
(7a)

where \(M_2=0\) denotes whether a subject remained alive in the post-period. When there is no mortality/dropout, Equation 7a can be written as

\[
PERR = \frac{E(Y_2|X=1)/E(Y_2|X=0)}{E(Y_1|X=1)/E(Y_1|X=0)}
\]  
(7b)

For the scenario in which the prior events influence the probability of subsequent exposure (i.e. scenario 3), we also estimated the PERR using an adjustment of the observed prior events by inverse probability weighting using the propensity score.

The exposure effects from the PERR and the conventional method were estimated in each simulated dataset, log-transformed, and averaged across datasets. The variation of the estimates was estimated by the standard deviation of the 10000 estimates. We also estimated 95% confidence intervals in a non-parametric way using the 2.5 and 97.5 percentiles of the 10000 estimates. We used the statistical software package R (Windows, version 2.15.1) to simulate and analyse the data.\(^{12}\)

RESULTS

Results based on Scenario 1 (in which confounders in both periods were associated, either constant or different across prior periods and post-periods, and the prior events did not influence the probability of subsequent exposure and the post-events) showed that the conventional RR was biased, RR 2.16 to 4.23 (true RR = 2.00), when the association between confounders and exposure and confounders and outcome was RR 1.50 to 3.50 respectively. In this setting, the association between the confounders in the prior periods and post-periods was RR = 10. When the effects of confounders are constant across prior periods and post-periods, the PERR without mortality/dropout was unbiased (Figure 2b). However, when the effects of confounders are not constant, the PERR was biased (RR 2.27 to 2.91), just as the conventional analysis, but the bias was smaller than that for conventional analysis (Figure 2c). The bias for conventional RR and PERR was similar when the confounders in both periods were independent (data not shown).

Figure 3b shows the results for Scenario 2, in which prior events directly influence the post-events but not the subsequent exposure. The PERR was biased, and the bias increased with increasing the relation between prior events and post-events. For example, the PERR was 2.04 to 2.10 (true RR = 2.00) when the effect of prior events on post-events was RR 1.50 to 3.50 respectively. Moreover, the conventional RR was biased, but the magnitude of bias was much larger than that of the PERR method (Figure 3b).

Figure 4 shows the results for Scenario 3, in which prior events influence the probability of subsequent exposure in the absence and presence of confounders in both periods respectively. In the first case, the PERR was highly biased, and the bias increased with increasing the effects of prior events on the probability of exposure (Figure 4b). For example, the PERR was 1.53 to 1.11 (true RR = 2.00) when the effect of prior events on exposure was RR 1.25 to 1.60 respectively. However, the conventional RR was unbiased. Similarly, in the second case, the PERR was also highly biased, and the bias increased as the effects of prior events increased (Figure 4d). In this case, the conventional RR was also biased, RR = 2.49 (true RR = 2.00). When the prior events strongly influence the probability of the exposure (e.g. RR = 1.60), the bias was more pronounced for PERR (PERR = 1.13) than for the conventional RR (RR = 2.48; Figure 4d). Unlike the bias for PERR in Figure 2c where bias was because of unmeasured confounding and the direction of bias was positive (overestimate the effect), in this case, the direction of bias for PERR was negative (underestimate the effect). In Scenario 3 with a null exposure effect (RR = 1.00), the PERR shifted away from the null. In a separate analysis of Scenario 3, the PERR was estimated using an adjustment of the observed prior events by inverse probability weighting. This analysis showed that the estimates of the PERR method were similar to that of the conventional method (Table 1).

Figure 5 shows the results of Scenario 4, in which we assessed the impact of an effect of confounders, exposure, and prior events on mortality/dropout. The PERR with taking mortality/dropout into account was
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more biased (PERR 1.90, rate of mortality = 17% and true RR=2.00) than the PERR without taking mortality/dropout into account (PERR = 2.00). The bias increased with increasing rates of mortality/dropout.

In all scenarios, the variation of the estimates was more pronounced for PERR than for the conventional RR (Table 2). For example, when the effect of prior events on the exposure was RR = 1.50, the standard deviations of the conventional RR and PERR were 0.020 and 0.031 respectively. The variation of the estimates decreased with increasing incidence rates. For instance, when incidence rates were 1 and 20% in the post-period, the standard deviations of the PERR were 0.080 and 0.023 respectively.

We also simulated and analysed data in a situation where interaction effects of exposure and unmeasured confounders were present; we observed that the interaction effects induced bias in the PERR. When prior events did not influence the probability of exposure and post-events, and the impact of unmeasured confounding was constant between prior periods and post-periods, and there was no interaction between exposure and unmeasured confounder, PERR showed unbiased results.

DISCUSSION

Our simulation study shows that in the presence of unmeasured confounding, the PERR adjustment method and conventional regression analysis both yield biased estimates of the treatment effect. However, the PERR method results in less biased estimates than the conventional method when confounding differs considerably between prior periods and post-periods or when prior events directly influence the post-events or when there is mortality or dropout. When prior events influence the probability of the subsequent exposure (e.g. RR ≥ 1.20), the bias is more pronounced for the PERR method than for the conventional method. Moreover, the bias increased with increasing strength of the relation between prior events and exposure.

In our simulations, the magnitude of bias was smaller for the PERR method than for the conventional method when the effects of the unmeasured confounder differed

Table 1. Comparison between conventional rate ratio (RR) and both propensity-score-adjusted PERR (using an adjustment of observed prior event by inverse probability weighting) and unadjusted PERR

<table>
<thead>
<tr>
<th>Effects of prior event on subsequent exposure in the absence of confounding effect and prior event does not influence the post-event (i.e. Scenario 3, Figure 4a)</th>
<th>PERR (unadjusted; in log-ratio scale)</th>
<th>PERR (propensity score adjusted; in log-ratio scale)</th>
<th>Conventional RR (in log-ratio scale)</th>
</tr>
</thead>
<tbody>
<tr>
<td>log(1.00)</td>
<td>0.6970</td>
<td>0.6909</td>
<td>0.6902</td>
</tr>
<tr>
<td>log(1.25)</td>
<td>0.4387</td>
<td>0.6935</td>
<td>0.6940</td>
</tr>
<tr>
<td>log(1.50)</td>
<td>0.2046</td>
<td>0.6913</td>
<td>0.6905</td>
</tr>
<tr>
<td>log(1.60)</td>
<td>0.1367</td>
<td>0.6920</td>
<td>0.6920</td>
</tr>
</tbody>
</table>

Results are based on simulations with sample size of 100 000, and each scenario was simulated for 10 000 times. The true exposure effect is RR = 2 (log(RR) = 0.6931). PERR, prior event rate ratio.

Table 2. Comparison between standard deviation of conventional rate ratio (RR) and the PERR-adjusted RR

<table>
<thead>
<tr>
<th>Different effects of prior events on the exposure in the presence of confounders</th>
<th>Conventional RR</th>
<th>PERR-adjusted RR</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Estimate (in log-ratio scale)</td>
<td>Standard deviation *</td>
</tr>
<tr>
<td>log(RR = 1.00)</td>
<td>0.9100</td>
<td>0.0195</td>
</tr>
<tr>
<td>log(RR = 1.10)</td>
<td>0.9113</td>
<td>0.0195</td>
</tr>
<tr>
<td>log(RR = 1.20)</td>
<td>0.9127</td>
<td>0.0194</td>
</tr>
<tr>
<td>log(RR = 1.30)</td>
<td>0.9143</td>
<td>0.0194</td>
</tr>
<tr>
<td>log(RR = 1.50)</td>
<td>0.9072</td>
<td>0.0199</td>
</tr>
</tbody>
</table>

Results are based on simulations with sample size of 100 000, and each scenario was simulated for 10 000 times.

*Standard deviation of the 10 000 estimates. The true exposure effect is RR = 2 (log(2) = 0.6931).
between the prior periods and post-periods (i.e. violation of the assumption of constant confounding effect in both periods), but again, both methods were biased. This is an important finding because the PERR method has been proposed as a method to deal with unmeasured confounding.\textsuperscript{1–5} If the assumption of constant confounding effects is violated, the PERR method may thus yield biased estimates.

The PERR that is estimated by considering mortality/dropout was more biased than those of PERR without taking mortality/dropout into account. The magnitude of bias increases as the rate of mortality/dropout increases. We found that the interaction effects of exposure and unmeasured confounder induced bias in the PERR, which is in line with the study of Yu et al.\textsuperscript{1} Yu et al. evaluated both PERR and an alternative formulation of the PERR (PERR-ALT), but we only focused on the PERR. The PERR-ALT is a ratio of two RRs: the RR between the post-periods and prior periods for the exposed group and the RR between the post-periods and prior periods for the unexposed group.\textsuperscript{1} Because we ignored a set-up of clustering in our data and covariates in the analysis, both PERR and PERR-ALT methods provide similar results.

In all settings, the variation of the estimates was larger for PERR than for the conventional RR. This may be because of the fact that PERR is the ratio of two RRs between the prior periods and the post-periods. The variation decreases as incidence rates increase in both periods. Tannen et al.\textsuperscript{2} stated that the variation in the PERR can be larger with a smaller number of prior events. We argue that if researchers believe that the conventional point estimates are substantially biased because of unmeasured time-fixed confounding, the PERR adjustment method can be a viable alternative if assumptions are met. Furthermore, because the PERR method yields large standard errors compared with conventional methods, the method can be considered more conservative than conventional methods.

We observed that both the magnitude of bias and its direction vary with the effects of prior events on the probability of exposure as well as the different effects of confounders between prior periods and post-periods. For a given effect of prior event and confounders, the bias may be either negative or positive, which is related to the ratio of the two RRs. More clearly, if the RR before initiation of the exposure is larger than the RR after initiation of the exposure, the denominator of the PERR is larger than the numerator; the resulting exposure effect is moving to the null effect and bias becomes negative. In that case, when prior event strongly influences the probability of the subsequent exposure, the exposure effect is very close to the null effect. A similar explanation applies to positive bias when bias is because of the unmeasured confounders.

The major limitation of the PERR method is the requirement that the event rate prior to study start can be estimated. Thus, this method cannot be applied when patients have no records prior to the study start or for patients who die prior to exposure initiation.\textsuperscript{1,4} Apart from these limitations, the findings of our simulation study suggest that the PERR method is not an adequate method to remove bias as a result of unmeasured confounding in situations when prior events influence the probability of subsequent exposure even when there is no exposure effect on the outcome. An example of likely bias with PERR would be the study of statin use and risk of myocardial infarction (MI) or stroke. When a patient first experienced an MI or stroke, she or he has to start treatment (e.g. statin) in order to avoid a secondary MI or stroke, and consequently, the health characteristics of this patient (e.g. cholesterol levels) are influenced by such type of therapy. Hence, the probability of the exposure (start statin therapy) is definitely influenced by the previous outcome as well as the confounders.

The PERR method may be a valid method to remove bias as a result of unmeasured confounding in a situation where the probability of exposure and the probability of post-events are independent of the prior events. An example may be a study of the effect of proton-pump inhibitors (PPIs) on the risk of pneumonia. Patients may experience pneumonia for multiple times in their life; thus, it can occur before and/or after initiation of the PPIs; hence, one of the prerequisites to apply the PERR method (outcome before intervention) is met. Moreover, if a patient has suffered pneumonia before initiation of the PPIs, this prior outcome may not influence the likelihood of being prescribed PPIs because PPIs are generally prescribed to relieve symptoms of gastroesophageal reflux disease and not of pneumonia. Hence, another important condition (independence between prior event and subsequent exposure) of the PERR adjustment method is satisfied here. However, in this setting, the PERR method may provide biased results when the unmeasured confounder effects vary temporally in prior periods and post-periods, and prior events directly influence the post-events. Another example where the PERR method could also be valid is a study of statin use and risk of hip fracture or lower urinary tract symptoms. Like in the PPI example, this example may also satisfy the critical assumptions underlying
the PERR method. However, if the rate of mortality or dropout is high, or prior events influence the post-events, or the unmeasured confounder effects vary temporally, the PERR adjustment method may not provide unbiased results.

We note that the PERR adjustment method has some similarities with the case-time-control (CTC) design and case-crossover design (CCD)\textsuperscript{13–15} For example, all three methods deal with intermittent exposures with transient effects and overcome confounding by constant characteristics.\textsuperscript{1,13,15,16} However, there are some differences between these methods. Differences between the CCD and the PERR methods are that in the PERR method, both cases and non-cases are used, whereas CCD only uses information on cases. Furthermore, in the CCD, exposure misclassification is more likely, and bias may arise in the selection of the control time window(s)\textsuperscript{1,15} but not in the PERR method. In addition, the PERR method generally deals with time-to-event outcome, but CCD deals with binary outcomes and is analyzed using conditional logistic regression to account for the matched nature of the data.\textsuperscript{17} A possible limitation of the CCD is that it does not account for general time trend in drug use,\textsuperscript{13} while this limitation does not appear in the PERR. Differences between the CTC and the PERR methods include that CTC also deals with binary outcome, but the PERR generally deals with time-to-event outcome.\textsuperscript{1,13} The CTC assumes common period effect for cases and controls, whereas the PERR does not make this assumption.\textsuperscript{1,13}

For the simplest situation in Figure 2, the prior event $Y_{1}$ acts just like a negative control (i.e. an outcome such that the set of unmeasured confounders $C_{1 \{2 \}}$ of exposure $X$ and post-event $Y_{2}$ should be as identical as possible to the set of unmeasured confounders $C_{1 \{1 \}}$ of exposure $X$ and prior event $Y_{1}$)\textsuperscript{18} for detecting unmeasured confounding. If the negative control is empirically associated with the exposure after adjustment for possible measured confounders, unmeasured confounding may be present in the data.\textsuperscript{18–21} The prior event also acts as a ‘perturbation variable’ (a variable that is associated with the exposure and post-event only through unmeasured confounders) to detect and correct (via adjustment of the perturbation variable) the bias of unmeasured confounding.\textsuperscript{18–20} Detailed explanations of negative controls and perturbation variables can be found in Lipsitch \textit{et al.},\textsuperscript{18} Flanders \textit{et al.},\textsuperscript{20} Lee,\textsuperscript{19} and Tchetgen Tchetgen.\textsuperscript{21}

For a complex scenario, such as when prior events influence the probability of subsequent exposure (i.e. Scenario 3, Figure 4), one can adjust for the prior events (e.g. via inverse probability weighting using propensity score). Once this adjustment is performed, the PERR method yields the same result as the conventional method. Although it is easy to assess such complex scenarios in simulations, this may be very hard in empirical studies. Therefore, before going to apply the PERR adjustment method in empirical data, theoretical motivations on the appropriateness of applying the method should be given based on clinical knowledge.

Although Yu \textit{et al.}\textsuperscript{1} indeed pointed out some crucial situations for the PERR adjustment method, our simulations go beyond those and showed that in particular cases (e.g. the prior event rate strongly influences the probability of exposure), the PERR method provides more biased estimates than the conventional method. Moreover, we show that the PERR method is sensitive to small violation of one of the key assumptions (i.e. constant effects of confounders in both prior periods and post-periods). In addition, we simulated and analysed data in the case of dropout and mortality, which is important in a follow-up study.

Strengths of our simulation studies are that we generated data in several scenarios that are commonly seen in pharmacoepidemiological research; the conventional RR and PERR are estimated by a simple ratio technique, which is easy to understand and free from different assumptions of statistical modelling techniques, and the sample size and number of replications are large enough to achieve enough power. Limitations of our study are that the time effects and incidence rates are constant across prior periods and post-periods. Future research could explore settings of different time interval effects and different incidence rates in both periods. Although we did not estimate coverage probabilities of the PERR, we expect that the coverage probabilities are far away from the nominal level (especially in the reported scenarios) because of a large amount of bias for the PERR method.

In conclusion, the PERR adjustment method can be applied to reduce bias as a result of unmeasured confounding. However, in particular situations, for example, when prior events strongly influence the probability of subsequent exposure, this method can be more biased than conventional methods. Hence, when applying this method, we suggest providing theoretical justification using available clinical knowledge for underlying assumptions of the PERR method.
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KEY POINTS

- Extensive simulation studies were performed to evaluate the performance of the prior event rate ratio (PERR) adjustment method in several realistic (pharmaco)epidemiological settings.
- In the presence of unmeasured confounding, both conventional analysis and the PERR method may yield biased estimates.
- In particular situations, (when unmeasured confounding differs considerably between prior and post-periods or when prior events directly influence the post-events or when there is mortality or dropout), the PERR method yields less biased estimates than the conventional method. However, when prior events strongly influence the probability of subsequent exposure, PERR can be more biased than the conventional method.
- Variation of the estimates is larger for the PERR method than for the conventional methods.
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